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Introduction
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51 | Police in South Australia (SA) on Thursday charged Geoffrey Adams over the 45-year-old cold case murder of his wife Colleen, M1 The hierarchical model, provides a mechanism fOI'
Officers arrested Adams, aged 70, at his home in Wallaroo, 156 km north of SA's capital Adelaide, on Wednesday evening and Capturlng bOth glObal and 100&1 dependenc1es among
52 | charged him with murder. M1 sentences and the main topic.
53 | Shortly after making the arrest, police travelled with Adams to a property in Maitland, 50 km south, where the couple lived with E HOWCVCI‘, the model iS completely unaware Of the
i i he ti ‘e di i : = . . .
SUEK/E3 ENSAIEE RS S S SOUSSIES CIRAPRSRIIOR S It % underlying content organization structures that are used
L)
Footage captured by local news showed Adams in the backyard of the property with officers where he pointed to a concrete slab % while producing news reports.
34 | pefore becoming visually emotional. €2 =
=
55 Police on Thursday began work to recover Colleen Adams’ remains from that site, C2 5
S6 Colleen Adams was last seen alive on Now. 22, 1973, at the Maitland property where Geoffrey Adams claimed she left with an .
unidentified middle-aged woman at 7 a.m. local time having told him that she was leaving him. D1 > Main Event ( M1 )
=]
5 s _a s ﬁ
57 | shewas officially reported missing by her mother the following month. D1 2 Consequence (MZ)
§8 | The case was declared a major crime in 1979 but police never made an arrest, D1 .
_ Previous Events (C1)
g 54 Police on Sunday announced that the case would be reviewed as part of Operation Persist, saying that they "have not given up
hope of providing her family with some answers about her disappearance.” D4 Current Context (C 2 )
510 | "We have an open mind as to what's happened and how it's happened, but we are of the opinion she has been murdered. D4
. Historical Event (D1)
§11 | We don't hold out hope that she's just missing and will turn up," Michael Newbury, a sergeant with the Major Crime investigation
kool o Anecdotal Event (D2)
Figure 1: An example document annotated with three different subtopic structures. The first 1s based on TextTiling Evaluation (D 3 )
(Hearst, 1997) and 1s shown with the black-solid line ([S 1-88],[S9-511]). The second structure 1s based on locally
inverted pyramid structure (discussed in § 5.2) and is shown through red-dashed lines ([S1-5S5],[S6-S8],[S9-S11]). Expectation (D4)

The third, shown by colored boxes, segments document based on the temporal position where the first segment
(51, S2) focuses on the main event, second segment (S3, S4, 55) describes events following the main event, third
segment (56, S7, S8) describes historical events and the last segment (S9, S10, S11) again covers current context.
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Figure 2: Neural-Network Architecture, including Gradient Flow Paths, for Incorporating Document-level Content
Structures in a Discourse Profiling System
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Figure 2: Neural-Network Architecture, including Gradient Flow Paths, for Incorporating Document-level Content
Structures in a Discourse Profiling System
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Structures in a Discourse Profiling System
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Models Macro Micro
P R F1 F1

Hierarchical | 55.60 51.10 51.70 | 58.24

Self-Critic | 58.61 50.09 51.87 | 57.65
TextTiling 5372 5213 5147 | 57.62

Joint-IP 55.74 51.34 5245 | 58.65
RL-TT 57.67 5291 53.02 ( 58.12
RL-IP 56.04 53.76 54.15 | 59.07

RL-IP/TT 56.42 55.20 5442 | 59.21

Table 1: Results for the best-performing systems on val-
idation dataset.



Chongging University
/) of Technology

Models Ml (M2 | Cl | C2 | Dl | D2 | D3 | D4 Macro Micro
Fl P R F1 Fl

Hierarchical | 49.6 | 279 | 225 | 58.1 | 64.1 | 48.1 | 67.4 | 57.6 [ 569 53.7 54.4(+0.80) | 60.9(£0.70)
Self-Critic 515 1294 | 272 | 58.2 | 614 | 553 | 675 | 59.7 | 590 551 56.1(1049) | 61.6(L0.71)
TextTiling 507 | 3L.2 | 26.1 | 57.6 | 61.1 [ 523 | 66.5 | 58.7 | 585 54.0 55.5(x0.98) | 60.6(L1.40)
Joint-1P 522 | 276 | 279 | 585 | 62.7 | 520 | 673 | 594 | 590 542 55.8(x0.56) | 61.4(=0.70)
RL-TT 518 1292 [ 285|579 | 63.2 557 | 675 |60.1 | 591 554 56.6(x046) | 61.7(£0.61)
RL-IP 52.0 | 28.1 | 28.9 | 58.7 | 62.6 | 564 | 674 | 60.6 | 59.3 553 56.7(x0.37) | 61.9(£0.38)
RL-IP/TT 52.6 | 28.7 | 26.6 | 58.0 | 63.5 | 59.2 | 68.3 | 60.6 | 587 56.4 57.0(£0.38) | 62.2(£0.59)
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Table 2: Performance of different systems on test dataset. All results correspond to average of 10 training runs with
random seeds. Inaddition, we report standard deviation for both macro and micro F1 scores. Statistical significance
tests show that both the macro and micro F1 scores for RL-IP/TT model are significantly better compared to the
hierarchical, self-critic, TextTiling and joint-IP models with p<0.05 on paired ¢ test (Dietterich, 1998). Similarly,
the macro F1 scores for RL-TT and RL-IP models are significantly better compared to the hierarchical, TextTiling
and Joint-IP models with p<0.05.
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RM-IP RM-TT IP-TT RI\*LTT—]P]
Overlap | 324 236 139 83 |

Table 3: Subtopic boundary sentences overlap between
TextTiling and inverted pyramid subtopic structures
and RL-IP/TT model on validation dataset. There are
total 952 subtopic boundary sentences identified by RL-
IP/TT model, and 589 and 540 subtopic boundary sen-
tences identified by inverted pyramid and TextTiling
structures respectively.
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RM IP TT
Temporal frames | 13 18 7

Table 4: Subtopic boundary sentences overlap between
Temporal-frames based subtopic structure and TextTil-
ing, inverted pyramid, and RL-IP/TT model on a sub-
set of 10 documents from validation dataset. There are
total 68 subtopic boundary sentences identified by RL-
IP/TT model, and 79, 52 and 58 subtopic boundary sen-
tences identified by inverted pyramid, TextTiling, and
temporal frames-based structures respectively.
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